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Rohin’s note� In this post �original here�� Paul Christiano analyzes the ambitious value
learning approach� He considers a more general view of ambitious value learning where
you infer preferences more generally �i�e� not necessarily in the form of a utility
function�� and you can ask the user about their preferences� but it’s �ne to imagine that
you infer a utility function from data and then optimize it� The key takeaway is that in
order to infer preferences that can lead to superhuman performance� it is necessary to
understand how humans are biased� which seems very hard to do even with in�nite data�

� � �

One approach to the AI control problem goes like this�

1. Observe what the user of the system says and does�

2. Infer the user’s preferences�

3. Try to make the world better according to the user’s preference� perhaps while working
alongside the user and asking clarifying questions�

This approach has the major advantage that we can begin empirical work today � we can
actually build systems which observe user behavior� try to �gure out what the user wants� and
then help with that� There are many applications that people care about already� and we can
set to work on making rich toy models�

It seems great to develop these capabilities in parallel with other AI progress� and to address
whatever di�culties actually arise� as they arise� That is� in each domain where AI can act
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e�ectively� we’d like to ensure that AI can also act e�ectively in the service of goals inferred
from users �and that this inference is good enough to support foreseeable applications��

This approach gives us a nice� concrete model of each di�culty we are trying to address� It
also provides a relatively clear indicator of whether our ability to control AI lags behind our
ability to build it� And by being technically interesting and economically meaningful now� it can
help actually integrate AI control with AI practice�

Overall I think that this is a particularly promising angle on the AI safety problem�

Modeling imperfection
That said� I think that this approach rests on an optimistic assumption� that it’s possible to
model a human as an imperfect rational agent� and to extract the real values which the human
is imperfectly optimizing� Without this assumption� it seems like some additional ideas are
necessary�

To isolate this challenge� we can consider a vast simpli�cation of the goal inference problem�

The easy goal inference problem� Given no algorithmic limitations and access to the
complete human policy � a lookup table of what a human would do after making any sequence
of observations � �nd any reasonable representation of any reasonable approximation to what
that human wants�

I think that this problem remains wide open� and that we’ve made very little headway on the
general case� We can make the problem even easier� by considering a human in a simple toy
universe making relatively simple decisions� but it still leaves us with a very tough problem�

It’s not clear to me whether or exactly how progress in AI will make this problem easier� I can
certainly see how enough progress in cognitive science might yield an answer� but it seems
much more likely that it will instead tell us “Your question wasn’t well de�ned�” What do we do
then?

I am especially interested in this problem because I think that “business as usual” progress in AI
will probably lead to the ability to predict human behavior relatively well� and to emulate the
performance of experts� So I really care about the residual � what do we need to know to
address AI control� beyond what we need to know to build AI?



Narrow domains

We can solve the very easy goal inference problem in su�ciently narrow domains� where
humans can behave approximately rationally and a simple error model is approximately right�
So far this has been good enough�

But in the long run� humans make many decisions whose consequences aren’t con�ned to a
simple domain� This approach can can work for driving from point A to point B� but probably
can’t work for designing a city� running a company� or setting good policies�

There may be an approach which uses inverse reinforcement learning in simple domains as a
building block in order to solve the whole AI control problem� Maybe it’s not even a terribly
complicated approach� But it’s not a trivial problem� and I don’t think it can be dismissed easily
without some new ideas�

Modeling “mistakes” is fundamental

If we want to perform a task as well as an expert� inverse reinforcement learning is clearly a
powerful approach�

But in in the long�term� many important applications require AIs to make decisions which are
better than those of available human experts� This is part of the promise of AI� and it is the
scenario in which AI control becomes most challenging�

In this context� we can’t use the usual paradigm � “more accurate models are better�” A
perfectly accurate model will take us exactly to human mimicry and no farther�

The possible extra oomph of inverse reinforcement learning comes from an explicit model of
the human’s mistakes or bounded rationality� It’s what speci�es what the AI should do
di�erently in order to be “smarter�” what parts of the human’s policy it should throw out� So it
implicitly speci�es which of the human behaviors the AI should keep� The error model isn’t an
afterthought � it’s the main a�air�

Modeling “mistakes” is hard

Existing error models for inverse reinforcement learning tend to be very simple� ranging from
Gaussian noise in observations of the expert’s behavior or sensor readings� to the assumption
that the expert’s choices are randomized with a bias towards better actions�



In fact humans are not rational agents with some noise on top� Our decisions are the product
of a complicated mess of interacting process� optimized by evolution for the reproduction of
our children’s children� It’s not clear there is any good answer to what a “perfect” human
would do� If you were to �nd any principled answer to “what is the human brain optimizing?”
the single most likely bet is probably something like “reproductive success�” But this isn’t the
answer we are looking for�

I don’t think that writing down a model of human imperfections� which describes how humans
depart from the rational pursuit of �xed goals� is likely to be any easier than writing down a
complete model of human behavior�

We can’t use normal AI techniques to learn this kind of model� either � what is it that makes a
model good or bad? The standard view � “more accurate models are better” � is �ne as long
as your goal is just to emulate human performance� But this view doesn’t provide guidance
about how to separate the “good” part of human decisions from the “bad” part�

So what?
It’s reasonable to take the attitude “Well� we’ll deal with that problem when it comes up�” But I
think that there are a few things that we can do productively in advance�

Inverse reinforcement learning / goal inference research motivated by applications to AI
control should probably pay particular attention to the issue of modeling mistakes� and
to the challenges that arise when trying to �nd a policy better than the one you are
learning from�

It’s worth doing more theoretical research to understand this kind of di�culty and how
to address it� This research can help identify other practical approaches to AI control�
which can then be explored empirically�
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In this post �original here�� Paul Christiano analyzes the ambitious value learning approach�

I �nd it a little bit confusing that Rohin�s note refers to the �ambitious value learning approach�� while the title of the post
refers to the �easy goal inference problem�� I think the note could bene�t from clarifying the relationship of these two
descriptors�

As it stands� I�m asking myself �� are they disagreeing about whether this is easy or hard? Or is �ambitious value learning�
the same as �goal inference� �such that there�s no disagreement� and in Rohin�s terminology this would be the �easy
version of ambitious value learning��? Or something else?

Rohin Shah ��-�

The easy goal inference problem is the same thing as ambitious value learning under the assumption of in�nite compute
and data about human behavior �which is the assumption that we�re considering for most of this sequence��

The previous post was meant to outline the problem� all subsequent posts are about that problem� Ambitious value
learning is probably the best name for the problem now� but not all posts use the same terminology even though they�re
talking about approximately the same thing�
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